Application of Multiple Regressions to Thermal Error Compensation Technology – Experiment on Workpiece Spindle of Lathe
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Abstract: This study focuses on a type of intelligent machine tool – Thermal Error Compensation Technology. Lathes are used to rotate a cylindrical workpiece against fixed tools. The high speed of rotation and frequent changes to the cutting load can result in heat deformation which will reduce the accuracy of the relative position between the tool and the workpiece, thus reducing machining precision. This study measures lathe temperature and thermal errors of a workpiece spindle. Experimental results are subjected to multiple regression analysis to assess the relationship between the heat source and deformation to produce a three axis thermal error model. Additional items from polynomial, interaction and cyclical series are included in the model. Finally, we choose the best thermal error model based on predictive ability. The resulting model has a standard deviation of the forecast error within 5 μm.
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Introduction

The rapid development of technologies for electronic circuits, sensors, wireless communications, networks and software, have driven the development of advanced machine tool products. This study focuses on Thermal Errors Compensation (TEC) technology, a hardware approach to integrating sensors into machinery to provide continuous and real-time performance assessment. We collect and analyze large amounts of TEC data, using multidisciplinary integration to create a statistical model for analyzing thermal error compensation, thus effectively optimizing machine performance.

Based on key temperature points, Chen et al. [1-4] used multiple variable nonlinear regression and neural network to create the Thermal Error Model, and verified model reliability by actual cutting. Using a vertical twin-spindle twin-turret lathe, Lo et al. [8] and Yuan et al. [12] applied engineering judgment, correlation analysis and stepwise regression to select the best temperature points.

They then used multiple regression analysis to create several different Thermal Error Models. Lo et al. [8] then used these different models, such as Mallows’ Cp, F test and Coefficient of Multiple Determination ($R^2=0.982$), to identify the most suitable temperature points and the best models, and verified model reliability of model by actual cutting. On a horizontal lathe, Du et al. [5] used 4 temperature points, including water tank, X-axis screw nut, spindle and lathe body, as the independent variables for polynomial regression analysis. The present study focuses on the robustness of the Thermal Error Model, and applies polynomial and interaction regressions (also called interaction effects) to these 4 points to test model accuracy. Lee et al. [7] assessed the accuracy of the Thermal Error Model of CNC machine tools. Although they used Linear Regression Analysis, the Residual Mean Square ($MSE_r$) was used to identify the most suitable temperature points, and they used Multi-Collinearity to improve model accuracy. Yang et al. [11] applied neural networks to the Cerebellar Model Articulation Controller (CMAC) to assess the Thermal Error Model. CMAC is a learning algorithm which can determine the nonlinear and
interactive characteristics of thermal errors to increase model reliability.

In terms of software control compensation, regression analysis and neutral networks have been widely used to create the Thermal Error Model. However, both methods require a great deal of experimental data to improve model accuracy, thus some studies have applied multiple regression analysis. In recent years, time sequential data have been added to the analysis of Thermal Errors Compensation Technology, so ARX or ARMX have also been applied to create the Thermal Error Model.

This study seeks to determine the relationship between the heat source of a rotating workpiece spindle and the machine’s thermal errors. The thermal sensors are first placed on the machine to measure the temperature increase while the simultaneously measuring the displacement condition of the workpiece spindle. The acquired data are subjected to statistical analysis to identify the most significant heat source of thermal errors, and thus create a suitable Thermal Errors Model to express the displacement of the workpiece spindle and machine head when the workpiece spindle is heated during rotation.

Research method

This study applies the regression analysis developed by Neter et al. [9]. The data were obtained through actual tests and subjected to multiple regression analysis. Experimental methods were then applied to verify the results of the Thermal Errors Model. The research scheme is shown in Fig. 1:

Regression Model

Regression analysis is a statistical method that uses the relation between two or more quantitative variables to allow one variable to be predicted from the other. It is used to assess the quantitative relationship between one or more independent variables \(x_i\) and a dependent variable \(y\). This study mainly relies on multiple regression analysis in which there are two or more independent variables. A multiple regression can be expressed as the following equation:

\[
y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_n x_n + \varepsilon_i
\]

where \(\beta_0\) is a constant, \(\beta_1, \ldots, \beta_n\) are regression coefficients, and \(\varepsilon_i\) is the error term.

Equation (1) is a First Order Linear Model. However, the actual thermal errors cannot be explained by this simple function. Therefore, this study also applies the Polynomial Regression Model and the Interactive regression Model, which are respectively expressed as the following Eqs. (2) and (3), to increase the accuracy of the Thermal Errors Model.

\[
y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_n x_n + \varepsilon_i
\]

\[
y = \beta_0 + \beta_1 x_1 + \beta_2 x_1^2 + \beta_3 x_1 x_2 + \ldots + \beta_n x_n + \varepsilon_i
\]

where \(n \neq j\)

Regression Model Test

Once the regression model is set up, we have to determine whether there is a relationship between the dependent variable and the independent variable, and whether the independent variable is sufficient to forecast the dependent variable. The test methods used by this research are as follows:

F-test of Regression coefficient

The significance test of regression model tests whether there is a statistical significance between the dependent variable \(y\) and the independent variables \(x_1, x_2, ..., x_p\). The F-test is usually used, and the following assumptions are set:

\[
H_0 : \beta_1 = \beta_2 = \ldots = \beta_p = 0
\]

\[
H_1 : \beta_i \neq 0 (k = 1 \sim p - 1)
\]
The following statistical test quantity is applied:

\[ F^* = \frac{MSR}{MSE} \]  \hspace{0.5cm} (4)

Set the significance level as \( \alpha \), and its determination rule is:

- If \( F^* \leq F(1 - \alpha; p - 1, n - p) \), conclude \( H_0 \)
- If \( F^* > F(1 - \alpha; p - 1, n - p) \), conclude \( H_1 \)

The existence of regression relationship does not necessarily indicate it can produce a correct forecast.

### Coefficient of Multiple Determination \( (R^2) \)

The Coefficient of Multiple Determination is used to explain the goodness of fit of the regression model. It is defined as follows:

\[ R^2 = \frac{SSR}{SSTO} = 1 - \frac{SSE}{SSTO} \]  \hspace{0.5cm} (5)

This indicates that, when the independent variables \( x_1, x_2, \ldots, x_p \) are used, total variation of \( y \) forecast is decreased. The relationship of \( R^2 \) is \( 0 \leq R^2 \leq 1 \). Generally speaking, when \( R^2=0 \), the dependent variable and the independent variable do not have a linear relationship. When \( R^2=0 \), the dependent variable can be explained by the independent variable.

### Adjusted Coefficient of Multiple Determination \( (R^2_a) \)

In the regression model, \( R^2 \) will be used to describe the explanatory power of whole model. But \( R^2 \) will be influenced by the sample size to result in overvaluation. When the samples size is smaller, the overvaluation problem will occur easily. Therefore, to obtain a more accurate evaluation, after adjustment one must adopt the Coefficient of Multiple Determination, defined as \( R^2_a \).

\[ R^2_a = 1 - \frac{(n - 1) \cdot SSE}{n - p \cdot SSTO} \]

After applying the Degree of Freedom \( (df) \), we can prevent overvaluing the explanatory power of the whole regression model due to the smaller sample size. That is, when another independent variable is introduced in the model, \( R^2_a \) will be smaller, thus the introduced independent variable has no significant effect on the model.

### Selection of Independent Variable

Most regression models can have several independent variables. However, excessive independent variables (i.e., temperature points) will increase waste as sufficient hardware is required to capture and calculate the data. In addition, surplus variables contribute little to improving forecasting accuracy, reduce the model’s descriptive capacity, and increase the likelihood of calculation error. Thus, we seek to use fewer independent variables to obtain a better regression model while minimizing costs.

This study adopts the Confirmation Assignment and the Stepwise Regression Procedures of the sequential search method to select independent variables (temperature points). We then use the regression model created using the most suitable independent variables to conduct the test specified in previous section, and finally validate the regression model through the testing.

### Experimental Setup

Temperature and displacement are the key Thermal Errors Compensation Technology parameters used here. A total of 15 thermal sensors were used to measure temperature differences (Fig. 2). \( T_1 \) is room temperature, while \( T_2-T_6 \) and \( T_9 \) are on the headstock, \( T_7-T_8 \) is on the bed, \( T_{10}-T_{11} \) are on the feed system Z-axis, \( T_{12}-T_{13} \) are on the feed system X-axis, and \( T_{14}-T_{15} \) are on the feed system Y-axis. In addition, 5 eddy current displacement meters are used to measure thermal errors of the workpiece spindle, with two each in the X and Y directions and one in the Z direction (as shown in Fig. 3).

Figure 2. Layout with thermal sensors.

We first use a First Order Linear Model to describe the definition between the experimental data and the variables. According to the 15 temperature difference data sources and the 5 thermal errors, the correspondence of every variable is shown in Table 1, where \( y_5 \sim y_6 \) represent the 5 thermal errors, and \( x_1 \sim x_{15} \) represent the 15 temperature difference data sources. We substitute the data in Table 1 into Eq. 1 to obtain...
\[ y_i = \beta_{10} + \beta_{11} x_{1i} + \ldots + \beta_{1n} x_{ni} + \epsilon_i \]
\[ = \beta_{10} + \sum_{i=1}^{15} \beta_{1i} x_{ni} + \epsilon_i \]  

where \( i = 1 \sim 5, \ n = 1 \sim 15 \).

\[ y_i = \beta_{10} + \beta_{11} x_{1i} + \ldots + \beta_{1n} x_{ni} + \epsilon_i \]
\[ = \beta_{10} + \sum_{i=1}^{15} \beta_{1i} x_{ni} + \epsilon_i \]  


![Figure 3. Measuring equipment.](image)

**Experimental Condition**

Table 2 summarizes the experimental conditions. A constant rotation speed is used to acquire the temperature and displacement data, and the rotation speed varies between groups.

**Experimental Results**

Experimental data are processed using Excel and SPSS, and the results of Group B are summarized as follows. Figure 4 shows the temperature differences (in °C) of Group B at the 15 sensor locations (i.e., \( \Delta T_i, \Delta T_{1i} \ldots \Delta T_{15} \)). Figure 5 shows the thermal errors (in μm) of the spindle in the X, Y and Z directions as \( \Delta X, \Delta Y, \) (red), \( \Delta Y_r, (cyan) \) and \( \Delta Z \) (blue). The results of each group are summarized. Figure 6 shows the whole temperature differences. Figure 7 shows all the thermal errors. The main purpose is to observe their repeatability.
Testing for Regression Model

Most previous attempts to obtain suitable independent variables to create a regression model did not go beyond testing the independent variables, using the resulting models to complete the Thermal Errors Compensation Technology. However, this study seeks to produce an optimal regression model with a robust Thermal Errors Compensation effect. In their literature survey, Du et al. [5] used 4 temperature points to test the polynomial and interaction regressions to verify model accuracy. Lee et al. [7] used linear regression analysis to create the model, and discussed the issue of Multicollinearity.

The most suitable independent variables (i.e., Speed, ΔT1, ΔT4, ΔT11) obtained are used in the Polynomial Regression, Interaction Effects and Combination of Cases (i.e., the combination of Polynomial Regression and Interaction Effects) for the regression analysis. Because this study seeks to create a robust Thermal Errors Model, it focuses on the predictability, judgment criterion of the regression model and R^2 related to goodness of fit and F* related to significance. Among them, the deviation ΔX does not have a relationship between Polynomial and Interaction Effects. The deviation ΔY has such a relationship, while the deviation ΔZ only has a relationship with Polynomial Effects. No independent variable in ΔZ does have a relationship with Interaction Effects. Therefore, the most suitable independent variables for the regression model are redefined as (1) ΔX: Speed, ΔT1, ΔT4, ΔT11, (2) ΔY: Speed, ΔT1, ΔT4, ΔT11, ΔT13, ΔT14, ΔT13ΔT11, ΔT14ΔT11, (3) ΔZ: ΔT1, ΔT4, ΔT11. We substitute the most suitable independent variables into Eq. 7 to obtain the best regression model of each deviation, where Eqs. 11–13 respectively obtain ΔX, ΔY, and ΔZ. Finally, each confirmed regression model (Thermal Errors Model) is introduced into the thermal errors compensation system, and verified by the experimental method.

\[
\begin{align*}
\Delta X &= -4.198 + 0.907 \text{Speed} + 2.462\Delta T_1 \\
&+ 3.49\Delta T_4 - 6.565\Delta T_{11} & (8) \\
\Delta Y &= -0.369 - 2.583 \text{Speed} - 2.423\Delta T_1 \\
&+ 9.791\Delta T_4 - 4.743\Delta T_{11} & (9) \\
\Delta Z &= -2.156 + 1.138 \text{Speed} + 2.75\Delta T_4 \\
&+ 9.815\Delta T_4 - 14.106\Delta T_{11} & (10)
\end{align*}
\]

Analysis for Predictability of the Model

The predictability of the Thermal Errors Model will directly influence the result of the Thermal Errors Compensation. If model predictability is high, the compensation will be accurate, and will help increase of processing precision. On the other hand, if model predictability is low, the compensation will not be accurate, and thus will not be helpful for the Thermal...
Errors Compensation Technology. However, the forecast will contain errors, so the main purpose of this section is to describe how to measure these errors to better assess the accuracy of model predictions.

Pindyck et al. [10] and Hanke et al. [6] provide extensive forecast descriptions. The Thermal Errors Model used in the present study produces quantitative forecasts. As for the single direction model, this study uses the difference of actual value and forecast value to define the residual or forecast error, as shown in Eq. 14.

\[ \varepsilon_t = y_t - \hat{y}_t \]  

(14)

where \( \varepsilon_t \) is the forecast error (also called the residual), \( y_t \) is the actual value, and \( \hat{y}_t \) is the forecast value. Based on the literature survey, we can use the following three evaluation criteria to forecast the error.

**Absolute Error Measures**

Absolute Error Measures is a method used to test the correctness or significance of forecast errors. For both accumulated and mean errors, the absolute value or square value must be taken for each forecast error to prevent deriving the wrong conclusion due to the balance of positive and negative signs. This study uses the Mean Absolute Deviation (MAD), Mean Square Error (MSE) and Root Mean Square Error (RMSE).

\[
\text{MAD} = \frac{1}{n} \sum_{t=1}^{n} |y_t - \hat{y}_t| 
\]

(15)

\[
\text{MSE} = \frac{1}{n} \sum_{t=1}^{n} (y_t - \hat{y}_t)^2 
\]

(16)

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{t=1}^{n} (y_t - \hat{y}_t)^2} 
\]

(17)

where \( n \) is number of samples.

**Relative Error Measures**

Under certain conditions, the forecast value will deviate from the range of the actual value, which has more reference value than the absolute value. This will reveal the forecast error as a percentage called the Relative Error Measure. This study uses the Mean Absolute Percentage Error (MAPE) and Mean Percentage Error (MPE).

\[
\text{MAPE} = \frac{1}{n} \sum_{t=1}^{n} \frac{|y_t - \hat{y}_t|}{y_t} 
\]

(18)

\[
\text{MPE} = \frac{1}{n} \sum_{t=1}^{n} \frac{(y_t - \hat{y}_t)}{y_t} 
\]

(19)

where \( n \) is the number of samples.

**Theil’s Inequality Coefficient**

Theil’s Inequality Coefficient (\( U \)) can be used to measure forecast results (as shown in Eq. 15). If \( U \) approaches 0, it means the actual and forecast values are consistent, and model predictability is high. If \( U \) approaches 1, it means the actual and forecast values are inconsistent, and model predictability is low.

\[
U = \frac{\frac{1}{n} \sum_{t=1}^{n} (y_t - \hat{y}_t)^2}{\left(\frac{1}{n} \sum_{t=1}^{n} (y_t - \hat{U}_t)^2 + \frac{1}{n} \sum_{t=1}^{n} (y_t - \hat{R}_t)^2\right)^{\frac{1}{2}}} 
\]

(20)

where \( n \) is the number of samples.

To judge the predictability of two models specified in Section - “Regression model test”, we use the abovementioned six measurement criteria to analyze predictability, with results summarized in Table 3.

<table>
<thead>
<tr>
<th>Method</th>
<th>( \Delta X )</th>
<th>( \Delta Y )</th>
<th>( \Delta Z )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAD</td>
<td>0.959</td>
<td>1.014</td>
<td>1.206</td>
</tr>
<tr>
<td>MSE</td>
<td>1.418</td>
<td>1.684</td>
<td>2.449</td>
</tr>
<tr>
<td>RMSE</td>
<td>1.191</td>
<td>1.298</td>
<td>1.565</td>
</tr>
<tr>
<td>MAPE</td>
<td>183.67%</td>
<td>17.53%</td>
<td>16.73%</td>
</tr>
<tr>
<td>MPE</td>
<td>94.51%</td>
<td>5.77%</td>
<td>-1.92%</td>
</tr>
<tr>
<td>( U )</td>
<td>0.142</td>
<td>0.042</td>
<td>0.051</td>
</tr>
</tbody>
</table>

The absolute error of \( \Delta X \) in Thermal Errors Model is smaller than that of \( \Delta Y \) and \( \Delta Z \). But the relative error and the Theil’s Inequality Coefficient are much larger than those of \( \Delta Y \) and \( \Delta Z \), and MAPE is as high as 183.67%. Thus the accuracy of \( \Delta X \) in the Thermal Errors Model is high, but the model has poor forecast accuracy, meaning the distribution range of the forecast error is larger. However, the \( U \) value is 0.142, which means that it has certain level of forecast accuracy. The selection of \( \Delta Y \), mainly in the Thermal Errors Model 2, the absolute error, relative error and Theil’s Inequality Coefficient are smaller, meaning model accuracy is high and the forecast precision is good. The MPE is positive, which means the forecast value is smaller than the actual value. The absolute error, relative error and Theil’s Inequality Coefficient for models 1 and 2 of \( \Delta Z \) are very close, with respective MAPE values of 20.47% and 16.73%. So the accuracy of the two models is high, and the forecast precision is good. The MPE value is negative, which means the forecast value is larger than the actual value. Thus Thermal Errors Model 1 is selected to obtain \( \Delta Z \).

**Conclusions**

The selection of \( \Delta X \) in the Thermal Errors Model is presented in Eq. 11. The selection of \( \Delta Y \) in the Thermal
Errors Model is presented in Eq. 12. The selection of ΔZ in the Thermal Errors Model is presented in Eq. 10. We then compare and analyze the measurement data of Groups A, B, C and D. First, we use the test results of Group A, B, C and D as the actual values, and respectively plot them with the forecast values in Figs. 8~11. The horizontal axis is time, and the vertical axis is the deviation (unit: μm). ΔX, ΔY, and ΔZ represent the actual values measured, and X1, Y1 and Z1 represent the forecast values calculated from the Thermal Errors Model (ΔX1, ΔY1 and ΔZ). The goodness of fit for the actual and forecast values of ΔX1, ΔY1 and ΔZ in the Thermal Errors Model is high. Under a constant rotation speed (Groups A, B and C), the forecast values and the actual values alternate.

Under a variable rotary speed (Group D), the forecast values are smaller than the actual values. In Group A, the forecast values of X1 and Z1 fluctuate. However, when the rotary speed is increased (Groups B and C), the fluctuation for the forecast values of X1, Y1 and Z1 stabilizes. As for Group D, the forecast values of Y1 are smoother, while the forecast values of X1 and Z1 increase significantly. However, when the rotation speed is increased, the model’s goodness of fit is not significantly improved.

Thermal Errors Compensation Technology consists of four steps: data collection, data analysis, modeling and system compensation. The present study differs from previous efforts in terms of the procedures for determining criteria for the Thermal Errors Model. The acquired data are used to create the model and statistical methods are used to test the model’s robustness. This study mainly relies on multiple regression analysis. According to the judgement criteria, the proposed approach selects the most suitable independent variables and the best model. The polynomial, multiplication and lag items of the independent variables are added continuously to the models to obtain the test models. Finally, we select the Thermal Errors Model which produces the best result predictability.
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