Design of an Intelligent Soldier Combat Training System
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Abstract: This paper presents an intelligent solider combat training (ISCT) system using X-Box Kinect and augmented virtual reality (AVR) to improve soldier training performance through AVR-based simulation combat fields. In this human-machine interactive system, a systematic design and mechatronic approach is used to construct the overall system structure. The Kinect detects soldiers' positions and postures, situating them in interactive combat soldier training courses. Experimental results demonstrate the effectiveness and applicability of the proposed method.
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1. Introduction

Most modern militaries train their soldiers in highly-realistic simulated battle environments. This realism is widely recognized as increasing the effectiveness of training, but it is expensive to produce. In 1980, the U.S. army introduced a Multiple Integrated Laser Engagement System (MILES) [1] to simulate live fire battlefields for training new recruits. Since then, the role of virtual battlefields in training has expanded and integrated new technologies (the current version of MILES features global positioning systems (GPS) for outdoor training). Despite its effectiveness, MILES is expensive to operate [2]. However, the success of MILES has prompted researchers to apply gaming technologies and/or augmented virtual reality (AVR) to develop new military training simulation systems [3]. For example, in 2011 the U.S. army launched the Dismounted Soldier Training System (DSTS) [4-6], designed to provide training in squad tactics. A single DSTS installation can simultaneously train 9 soldiers, each equipped with a helmet-mounted display (HMD), a head tracking sensor, stereo speakers, a microphone headset, a 3D display processor (image generator), and an instrumented weapon (rifle). In the virtual environment, each trainee controls an avatar, and all trainees on a mission can see and interact with each other's avatars [5].

The effectiveness of this training approach lies in its ability to elicit a wide range of authentic responses and behaviors. The immersive system design in DSTS uses the head tracking and body motion sensors to detect trainee posture and project it onto the avatar in the virtual battle field. Through their head-mounted displays, trainees view a vividly-depicted virtual world through the eyes of their avatars, and interact with the avatars of virtual enemies [3]. DSTS is almost fully way, and its battle scenarios can be designed, edited and deployed through an accompanying suite of software tools. These features make DSTS training programs highly flexible, and reduce the cost and time required to design and execute training programs. However, DSTS is only suitable for
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This paper aims to develop a novel intelligent solider combat training (ISCT) system using the Kinect and take the advantages of both MILES and DSTS training systems. The proposed design presents three principal contributions. First, instead of the head tracking and motion sensors used in DSTS, the Kinect sensor is used to detect and analyze trainee position and posture. Second, an overhead projector is used with a large screen to replace the helmet mounted display in DSTS, thereby reducing the equipment trainees must carry and freeing them to engage in more authentic movements. Third, to increase the authenticity of virtual enemies, shots from BB gun mounted on a two-dimensional rotating platform simulates enemy gunfire.

The rest of the paper is organized as follows. Section 2 describes the hardware configuration and software of the proposed intelligent solider combat training system. In Section 3, the Kinect is used to estimate trainee postures and positions. Section 4 is describes the construction of an interactive BB gun control system using the trainee’s on-line position information. Experimental results are provided in Section 5 to demonstrate the effectiveness of the proposed methods. Section 6 concludes this paper.

2. Description of the Proposed ISCT System

This section describes the hardware configuration and software of the proposed ISCT system. Unlike MILES and DSTS, in the proposed system, the Kinect locates the trainee’s skeleton joints in 3D space. These data are then passed to the host computer to analyze the trainee’s posture and position, and to predict trainee actions. Based on these analyses and predictions, the virtual enemy depicted on the screen engages in real-time reaction by dodging, attacking, abusing, threatening or provoking. Information on trainee position and posture is also used to control a BB gun mounted on a 2D motion platform which shoots pellets at the trainee to simulate fire from the on-screen enemy. The fire conditions of the BB gun shooting control system are triggered by the virtual enemy that decides which trainee would be the biggest intimidator.

As shown in Figures 1 and 2, the proposed ISCT system integrates a large projection screen, a Kinect sensor, a motion platform and a BB gun. As opposed to the wearable head tracking and motion detectors employed in DSTS, the proposed ICTS system uses the Kinect sensor to determine trainee position and posture, and uses a projector/screen setup rather than HMD. Thus, under the proposed system the trainee does not need to carry any special equipment, allowing him to focus more
closely on combat training. To increase the authenticity of the enemy threat, an interactive BB gun shooting control system mimics shooting from the enemy, requiring trainees to keep under cover as appropriate. Thus, the proposed system combines the advantages of MILES combat skill training and the rich DSTS virtual environment.

2.1 Proposed Hardware Configuration

Figure 3 displays the hardware configuration of the proposed ISCT system. The proposed hardware system consists of a PC-based host computer, a Kinect sensor, an interactive BB gun shooting module, two speakers, a projector and a display module. The Kinect is used to acquire the RGB images, voice data, and trainee depth and 3D position information which is then passed to the host computer. The BB gun is mounted on a two-dimensional motion platform controlled by two independent PI feedback control loops, and can be easily rotated to any desired azimuth and elevation angles. The speaker produces virtual battlefield sounds and enemy voices. The projector and projection screen show the environmental images of the virtual battlefield and enemy images produced by the host PC. The PC-based host computer are used for the following eight functions: (i) analyze depth information from the Kinect, (ii) control the azimuth and elevation angles of the BB gun motion platform, (iii) generate the environmental images of the virtual battlefield, (iv) generate images of the virtual enemy, (v) make decisions or computations for the virtual enemy’s movement and behavior, (vi) analyze the trainee’s posture and motion, (vii) produce environmental sounds and (viii) produce the virtual enemy’s voice.

2.2 Proposed Software

The main software environment and function of the proposed ISCT system consists of (i) Windows XP Operating system, (ii) OPENNI for Kinect data processing, (iii) PrimeSense to drive the Kinect and provide sample NITE codes, (iv) Unity 3D - game development software used for for editing virtual scenes and characters, (v) 3d

![Figure 1. Conceptual layout of the Kinect sensor, BB gun, projection screen and virtual scene: (a) top view; (b) side view.](image1)

![Figure 2. Physical layout of the Kinect sensor, BB gun and projection screen in the ISCT system.](image2)

![Figure 3. Hardware configuration of the proposed ISCT system.](image3)
Max to create 3D environment model, (vi) Visual Studio 2008 Pro C++. The proposed software architecture is shown in Figure 4.

![Software modules of the proposed ISCT system.](Image)

### Table 1. Skeleton joints estimated by Kinect.

<table>
<thead>
<tr>
<th>Joint</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>XN_SKEL_HEA_D</td>
<td>XN_SKEL_LEFT_SHOULDER</td>
</tr>
<tr>
<td>XN_SKEL_NEC_K</td>
<td>XN_SKEL_LEFT_ELBOW</td>
</tr>
<tr>
<td>XN_SKEL_TOR_SO</td>
<td>XN_SKEL_LEFT_HAND</td>
</tr>
<tr>
<td>XN_SKEL_RIG_HT_KNEE</td>
<td>XN_SKEL_LEFT_HIP</td>
</tr>
<tr>
<td>XN_SKEL_LEF_T_KNEE</td>
<td>XN_SKEL_LEFT FOOT</td>
</tr>
<tr>
<td>XN_SKEL_RIGHT_SHOULDER</td>
<td>XN_SKEL_RIGHT_ELBOW</td>
</tr>
<tr>
<td>XN_SKEL_RIGHT_HAND</td>
<td>XN_SKEL_RIGHT_HIP</td>
</tr>
<tr>
<td>XN_SKEL_RIGHT_HIP</td>
<td>XN_SKEL_RIGHT FOOT</td>
</tr>
</tbody>
</table>

Figure 4. Software modules of the proposed ISCT system.

![Trainee posture and position estimation via Kinect.](Image)

Figure 5. Trainee posture and position estimation via Kinect.

3. **Trainee Posture and Position Estimation via Kinect**

This section describes how the Kinect can be used to determine trainee position and posture in the virtual combat field. Figure 5 shows the flow process chart for trainee posture and position estimation. In principle, in this limited training environment the Kinect can be used to obtain depth and 3D-positioning data for any recognizable target. After the position data stream is acquired by the host computer, PrimeSense NITE and the OPENNI development environment are directly applied to process the trainee’s outlook and appearance, thereby obtaining the trainee’s 3D skeleton joint position data. Table 1 lists the fifteen skeleton joints directly processed by the Kinect.

The Kinect has an optimal detection range of between 1.2 to 3.5 meters due to the limited visual range of the Charge-Coupled Device (CCD) camera and the limited energy of the infrared light. Within this range, the Kinect can detect any three-dimensional target with an accuracy of a few mm. It provides reasonable good detection at distances ranging from 3.5 m to 4.0 m, but at distances greater than 4.5 m, detection accuracy is unreliable due to energy decay of the nonparallel IR light. However, since the combat training system does not require a very high degree of accuracy to determine the trainee’s position (judged by the position of the trainee’s torso, which is the most easily recognizable feature), the simulated training environment takes up about 5 square meters of space.

The trainee’s posture can be easily recognized by his or her joint information. In combat, soldiers adopt a range of generic postures, such as standing, crouching or prone, but also engage in certain motions unique to combat including armed movement, creeping, aiming and shooting. The Kinect acquires information from fifteen joints, and uses the relationship between the joints to infer the trainee’s current posture. Table 2 presents logic conditions used to identify standing and crouching postures.

For more advanced posture recognition, three-dimensional coordinates are used with the rotational vector information of each joint to establish more sophisticated postures or actions.

<table>
<thead>
<tr>
<th>Posture</th>
<th>Joint Relationship</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standing</td>
<td>XN_SKEL_TORSO, XN_SKEL_RIGHT_HIP, XN_SKEL_LEFT_HIP</td>
<td>If the y-axis coordinate of XN_SKEL_TORSO is larger than that of XN_SKEL_RIGHT_HIP or XN_SKEL_LEFT_HIP</td>
</tr>
<tr>
<td>Crouching</td>
<td>XN_SKEL_TORSO, XN_SKEL_RIGHT_HIP, XN_SKEL_LEFT_HIP</td>
<td>If y-axis coordinate of XN_SKEL_TORSO is less than that of XN_SKEL_RIGHT_HIP or XN_SKEL_LEFT_HIP in the standing status.</td>
</tr>
</tbody>
</table>

4. **Interactive BB Gun Shooting Control System**

This section describes the interactive BB gun shooting control system with two proportional-integral (PI) feedback control loops. The system comprises a...
Kinect, a BB gun, a motion platform and a PC-based controller performing two PI feedback control laws. The Kinect is used to locate the three-dimensional positions of the trainee’s fifteen skeleton joints. The PC-based controller then analyses potential targets, usually avoiding the trainee’s head and neck area for safety. The trainee’s position and movements can result in overlapping joints, creating a degree of ambiguity for targeting. This ambiguity can be avoided by defining clear attack priorities: top priority is given to a circle with a radius of 200 mm centered on the middle of the torso, followed by a semi-circular area composed of the right and left shoulders, and another semi-circular area composed of the right and left hips (see Figure 6).

![Figure 6. Three prioritized attack targets.](image)

The PC-based host controller follows these priorities in selecting a target. The target location is represented by converting its local position from the Kinect into a global position in the world frame, and the global position is used to calculate the azimuth and elevation commands for the interactive BB gun shooting control system. The calculation procedure is described in Figure 7.

As shown in Figure 7, the three-dimensional XYZ Cartesian coordinates in the world frame are used to represent the positions of the Kinect sensor, the motion platform and the trainee’s attackable targets. In the three-dimensional XYZ Cartesian coordinates, X, Y and Z respectively denote the coordinates of the trainee moving left or right, up or down, and far or near. For example, the distance from the Kinect to the trainee is measured along the Z axis. Therefore, the locations of the Kinect sensor, motion platform and target are denoted by \((x_r, y_r, z_r)\) and \((x_t, y_t, z_t)\). To simplify computation, the motion platform is installed at position \((x_o, y_o, z_o) = (0, 0, 0)\). To maximize the viewing angle, the Kinect is mounted at \((x_r, y_r, z_r) = (0, 0, z_t)\). Once the Kinect has detected the attackable target, it computes the target position based on \((x_r, y_r, z_r)\), indicated by \(CT\) in Figure 7. Since the relative position between the motion platform and the Kinect is given, the target position with respect to the motion platform is easily obtained from the following relation:

\[
(x_t, y_t, z_t) = (x_t + x_r, y_t + y_r, z_t + z_r) = (x_r, y_r, z_t + z_r).
\]

The azimuth and elevation angle commands for the interactive BB gun shooting system are calculated using the known positions of the target \((x_t, y_t, z_t)\) and motion platform \((x_o, y_o, z_o)\) as follows:

\[
\phi = \tan^{-1}\left(\frac{y_t - y_o}{z_t - z_o}\right) = \tan^{-1}\left\{\frac{y_t}{z_t}\right\},
\]

\[
\varphi = \tan^{-1}\left(\frac{x_t - x_o}{z_t - z_o}\right) = \tan^{-1}\left\{\frac{x_t}{z_t}\right\}.
\]

Due to limitations of the simulation environment, the azimuth angle command \(\phi\) is restricted within a range from \(-150^\circ\) to \(+150^\circ\), and the elevation angle command \(\varphi\) is limited within a range from \(-45^\circ\) to \(+45^\circ\). In fact, both ranges of the azimuth and elevation commands are less than the maximum allowable angles to prevent injuries or accidental damage to equipment.

To validate both derived Equations (1-3), MS Excel was used to compute the azimuth and elevation commands for the BB gun. Table 3 depicts the computed results, thus verifying the correctness of Equations (2-3).

<table>
<thead>
<tr>
<th>Target-Kinect Position</th>
<th>Kinect Position</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_r)</td>
<td>-600.885 mm</td>
</tr>
<tr>
<td>(y_r)</td>
<td>98.614 mm</td>
</tr>
<tr>
<td>(z_r)</td>
<td>2719.519 mm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>BB Gun Position</th>
<th>Target Position</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_o)</td>
<td>0 mm</td>
</tr>
<tr>
<td>(y_o)</td>
<td>720 mm</td>
</tr>
<tr>
<td>(z_o)</td>
<td>0 mm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>BB Gun Angle</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>azimuth angle command (\phi)</td>
<td>-10.26034 degrees</td>
</tr>
<tr>
<td>elevation angle command (\varphi)</td>
<td>6.847403 degrees</td>
</tr>
</tbody>
</table>
Figure 8. Block diagram of the interactive BB gun shooting control system with two PI feedback control loops.

Figure 8 depicts the block diagram of the proposed interactive BB gun shooting control system with two PI feedback control loops. This system accepts the computed azimuth and elevation commands from Equations (2-3), and executes two independent PI feedback controllers to achieve precise command tracking. The BB gun is fired once the control system has reached the desired azimuth and elevation within the allowable margin of error.

5. Experimental Results and Discussion

This section examines the effectiveness and applicability of the proposed system by conducting three experiments: one to determine the trainee’s position, the second to estimate the trainee’s posture, and the third to evaluate the performance of the interactive shooting control system.

Prior to the experiments, relevant settings are given as follows. The Kinect sensor was mounted at the IR camera’s reference position of both \((x_c, y_c, z_c) = (0 \text{ mm}, 1020 \text{ mm}, 600 \text{ mm})\); the BB gun motion platform is located at \((x_c, y_c, z_c) = (0 \text{ mm}, 720 \text{ mm}, 0 \text{ mm})\) at the intersection of the azimuth and elevation rotation axes. Notice that the locations of both devices are expressed in mm because the Kinect sensor’s measurements are calculated in mm and mm is used as the basic unit in the computer programs for the sake of simplicity. Figure 9 shows the start-up phase of the experiment with the input of the locations of the Kinect sensor and the motion platform.

**Experiment 1: Position determination**

The first experiment was conducted to determine the trainee’s position in the system. As mentioned in Section 4, the center of the trainee’s torso can be easily determined using the Kinect’s IR camera and processing the measured serial data. However, the calculated position of the torso center is based on the IR camera frame. This local position information must be transformed into a global position in the world frame. According to Equation (1), the trainee’s global position in the world frame is determined by combining the local position measured by the Kinect sensor and the coordinates of the Kinect sensor in the world frame. As shown in Figure 10, the center position of the trainee’s torso as measured by the Kinect is expressed as \(X = -600.88510 \text{ mm}, Y = 98.614365 \text{ mm}, Z = 2719.519043 \text{ mm}\).
Experiment 2: Posture estimation

The second experiment was performed to show how the Kinect is used to estimate the trainee’s posture. As discussed in Section 4, posture estimation is mainly performed based on the position of the joints. According to the conditions shown in Table 2, two postures can be easily determined according to the y-axis coordinates of the trainee’s computed torso center position. Figure 11 depicts the experimental results of a “standing” trainee whose torso center position was measured by the Kinect as (683.6 mm, 149.4 mm, 2557.7 mm), while Figure 12 displays the experimental results of a “crouching” trainee whose torso center position was measured as (705.4 mm, -319.7 mm, 2542.4 mm). Note that both measurement data sets reveal that the distance from the trainee to the BB gun is about 2560 mm, and there is no obvious difference between the x-axis coordinates of either posture.

The results in Figures 11 and 12 clearly indicate that the torso center positions for “standing” and “crouching” are significantly differentiated by a 469.1 mm difference in the y-axis coordinate.
Experiment 3: Interactive shooting control

The third experiment was carried out to verify the effectiveness of the proposed interactive shooting control system, namely that the motion platform is controlled by the azimuth and elevation commands calculated from Equations (2-3). Figures 13-14 show the azimuth and elevation commands computed from Equations (2-3) and the Kinect’s output. As shown in Figure 13, the trainee’s torso center was positioned at (681 mm, 149.3 mm, 2533.9 mm), and the azimuth and elevation commands obtained for this position were 12.3° and 8.2°, respectively. After receiving the azimuth and elevation commands, the motion platform with the BB gun first turned right toward the desired orientation, as indicated by the red arrow in Figure 13.

Similarly, when the trainee moved to his left, Figure 14 depicts his new torso center position as (-1083.8 mm, 87.0 mm, 2469.9 mm), with new corresponding azimuth and elevation commands at -19.4° and 7.2°, respectively. Once both commands were inputted to the interactive shooting control system, the PI-controlled motion platform turned left toward this orientation, as indicated by the red arrow in Figure 14. During the movement in Figure 14, the elevation angle was lowered slightly from 8.2° to 7.2°. This angle change was too small to be detected by the human eye, but the moving trajectories of the elevation angle were recorded by the encoders mounted inside the platform.
6. Conclusion

An intelligent soldier combat training system was developed using the Kinect interactive gaming device and augmented virtual reality (AVR) to enhance training performance for soldiers in AVR-based simulated combat scenarios. This human-machine interactive system was constructed through a synthesis of mechatronics, controls and software. Trainee positions and postures in the simulated battlefield are detected by the Kinect, controlling the audio and visual depictions of a the virtual battlefield and enemies, along with the interactive shooting control of a mounted BB gun which fires pellets to simulate enemy fire. Experimental results indicate that the proposed system, combined with the proposed interactive shooting control, provides an immersive and authentic interactive training environment. Future research can investigate the interactive behavior design of the virtual attacker, and to apply Kalman filtering to predict future positions of moving soldiers.
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