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Abstract: This paper applies robust control strategies to a piezoelectric transducer (PZT) stage, and investigates the influences of weighting functions on the system performance. The designed controllers are implemented for experimental verification, and are shown to significantly improve aspects of the system performance, such as settling time, overshoot, and root-mean-square error. The developed loop-shaping design procedures can be directly applied to general PZT systems.

Keywords: robust control; loop-shaping; weighting; gap; stability margin; PZT; nano-stage

Introduction

Advancements in technology and increased requirements for precision have prompted the application of the piezoelectric transducer (PZT) to achieve precision positioning because of its advantageous properties, such as high bandwidths and large driving forces. However, the nonlinear characteristics (e.g., hysteresis) might influence system performance and decrease the extent of precision that can be achieved. Therefore, many researchers have applied control techniques for improving the positioning precision of PZTs. For example, Kung and Fung used a neural network and proportional-integral (PI) control for a PZT actuator that achieved a maximum deviation of 0.8% [1]. [2] applied proportional-derivative (PD) and lead-lag control to drive a PZT and achieved a maximum error of 2.5μm . [3] integrated a long-range stage driven by ball screw mechanism and a short-range nano-precision PZT stage to accomplish a long travel table with linear accuracy of 10nm. The PZTs’ nonlinear effects (e.g., hysteresis) [4, 5] have been modeled by many nonlinear examples, such as the Bouc-Wen model [6], the Preisach Model [7], the Maxwell slip model [8] and the Prandtl-Ishlinskii Hysteresis Inverse model [9, 10], to describe PZT dynamics. However, these models might be too complicated for control design. Sethi et al. applied loop-shaping and LQR techniques to control a flexible beam, and showed that loop-shaping design can achieve better performance [11].

Therefore, in our previous work [12, 13], we adopted the concepts of gap-metrics [14] to represent PZTs as linear models and we regarded the nonlinearities as system uncertainties. We then applied robust control methodologies to restrain system uncertainties and noise, and achieved a precision of 2nm for a two-axial PZT stage. During the design process, we noted that the selection of weighting functions for robust control could significantly influence the designed controllers and the achievable system performance. Therefore, in the present paper, we further discuss the impacts of weighting functions on the performance of PZT systems that employ robust control techniques.

The remainder of the paper is organized as follows: Section 2 introduces the PZT stage and derives its transfer functions by identification techniques. Section 3 describes robust control methodologies and applies different weighting functions for controller design. Section 4 implements the designed robust controllers and verifies the system performance through experiments. We also design a standard proportional-integral-derivative (PID) controller for performance comparison. The results show that the designed robust controllers can achieve much better performance than an ordinary PID control. Lastly, we draw conclusion in Section 5.
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**System Description**

The two-axial PZT stage shown in Figure 1 includes three layers: the loading stage on the top, the X-axis stage in the middle, and the Y-axis stage at the bottom. The specifications for the PZT stage are listed in Table 1. We implemented PZTs to control the movements of the stages, and we measured stage positions using Mercury 5800 encoders [15], whose resolution is 1.22 nm.

We constructed the control structure shown in Figure 2 for the PZT stage. We used the PXI-8108 [16] and LabVIEW™ for data acquisition and a voltage amplifier [17] for driving the PZTs because the output voltage of PXI-8108 is limited to ±10 V. In addition, we could increase the position resolution of the encoders four-fold (i.e., by 0.31 nm) using software [18].

We tested the characteristics of the PZT stage by supplying the input voltages shown in Figure 3(a) and we measured the output displacements shown in Figure 3(b). The X- and Y-axis are basically decoupled in these figures, so we could design independent controllers for the two axes, as described in Section 3.

**System Identification**

We considered the nonlinear characteristics of the PZT stage by applying identification techniques to obtain the system transfer functions at different operating conditions. First, we generated swept sinusoidal input voltages of 0.1~100 Hz, with magnitudes varying from 0.5 V to 4.5 V at an interval of 0.5 V, to drive the PZTs. We then measured the output displacements and applied subspace system identification methods [19] to derive the stage models. These transfer functions are listed in Table 2. Figure 4 shows the maximum singular values of these transfer functions, where we noted the system variations caused by PZT hysteresis or other nonlinear effects. Therefore, we applied robust control techniques for precision positioning because it has profound theorems for improving performance for systems with uncertainties.

---

**Table 1. Specifications of the PZT actuator.**

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type osi-stack (+) U&lt;sub&gt;max&lt;/sub&gt;</td>
<td>150 V</td>
</tr>
<tr>
<td>Ceramic cross-section</td>
<td>5x5 (mm&lt;sup&gt;2&lt;/sup&gt;)</td>
</tr>
<tr>
<td>Max. voltage range</td>
<td>-30~150 (V)</td>
</tr>
<tr>
<td>Travel</td>
<td>18 (μm)</td>
</tr>
<tr>
<td>Resonance frequency</td>
<td>50 (kHz)</td>
</tr>
<tr>
<td>Max. load force</td>
<td>2000 (N)</td>
</tr>
</tbody>
</table>

---
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Figure 3. The testing signals: (a) The input voltages and (b) The output displacements.

Figure 4. Maximum singular values: (a) $G_x^i$ and (b) $G_y^i$. 
Controller Design

We reduced the influences of PZT nonlinearities on stage performance by designing robust controllers for the PZT stage. The following Small Gain Theorem is usually applied for robust stability analysis:

**Theorem: Small Gain Theorem [20]**

Suppose \( M \in RH_\infty \) and let \( \gamma > 0 \), the system of Figure 5 is well posed and internally stable for all \( \Delta(s) \in RH_\infty \) with: (a) \( \| \Delta \|_\gamma \leq 1/\gamma \) if and only if \( |M| \leq \gamma \); (b) \( \| \Delta \| < 1/\gamma \) if and only if \( |M| \leq \gamma \), where \( |M| \) is the \( H_\infty \) norm of system \( M \).

![Figure 5. The Small Gain Theorem.](image)

Suppose a nominal plant \( G_e \) has a normalized left coprime factorization \( G_e(s) = \tilde{M}(s)^{-1}\tilde{N}(s) \), where \( \tilde{M}, \tilde{N} \in RH_\infty \) and \( \tilde{M}\tilde{N} + \tilde{N}\tilde{M} = I \). Assume a perturbed system \( G_a \) can be described as:

\[
G_a = (\tilde{M} + \Delta_a)^{-1}(\tilde{N} + \Delta_a),
\]

with \( \| \Delta_a, \Delta_g \|_\gamma < \epsilon \), and \( \Delta_a, \Delta_g \in RH_\infty \), as shown in Figure 6(a). When \( \epsilon = 0 \), the closed-loop system can be rearranged as Figure 6(b). Therefore, from Small Gain Theorem, the system is internally stable for all uncertainties \( \Delta = [\Delta_n, \Delta_g] \) with \( \| \Delta \|_\gamma < \epsilon \) if and only if

\[
\left\| \begin{bmatrix} K & I - G_aK \end{bmatrix} \right\|_\gamma \leq \frac{1}{\epsilon}.
\]

![Figure 6. System representation.](image)
Hence, we can define the stability margin as follows:

**Definition 1: Stability Margin [21]:**

\[
b(G_o, K) = \left( \left\| f \left( I - G_o K \right)^{-1} \right\| \right)^{-1} \tag{3}
\]

Therefore, the closed-loop system is internally stable for all perturbations \( \Delta = \begin{bmatrix} \Delta_N & \Delta_{\delta} \end{bmatrix} \) with \( \| \Delta \| < \varepsilon \) if and only if \( b(G_o, K) \geq \varepsilon \). That is, the designed controller \( K \) can guarantee internal stability for the PZT stage if the stability margin \( b(G_o, K) \) is greater than the system uncertainties.

Table 2 and Figure 4 show that the transfer functions are varied at each experiment and, hence, we need to select the nominal plants for control design. Because the coprime factorization of a transfer function is not unique, we define the gap between a nominal plant \( G_o \) and a perturbed plant \( G_{\lambda} \) as follows:

**Definition 2: Gap Metric [11]:**

The smallest value of \( \left\| \begin{bmatrix} \Delta_N & \Delta_{\delta} \end{bmatrix} \right\| \), which perturbs \( G_o \) into \( G_{\lambda} \), is called the gap between \( G_o \) and \( G_{\lambda} \), and is denoted as \( \delta(G_o, G_{\lambda}) \).

Therefore, we should choose the nominal plants by minimizing the maximum gaps between the nominal plant and the perturbed plants, as in the following:

\[
G_o = \arg \min_{G_{\lambda}} \delta(G_o, G_{\lambda}), \quad \forall G_{\lambda}. \tag{4}
\]

From Table 2, we selected the following nominal plants for the X-axis and Y-axis:

\[
G_X = G_{X}^{4} = \frac{48.63 s^4 + 7.194 \times 10^6 s^2 + 8.517 \times 10^7 s + 3.024 \times 10^9}{s^4 + 3494 s^2 + 9.771 \times 10^6 s + 2.684 \times 10^9 + 7.443 \times 10^6 \cdot 10^9}, \tag{5}
\]

\[
G_Y = G_{Y}^{9} = \frac{-112.8 \cdot 1.123 \times 10^6 s^2 + 2.147 \times 10^9 s + 1.622 \times 10^{10}}{s^2 + 1847 s^2 + 8.254 \times 10^6 s^2 + 7.714 \times 10^9 s + 1.614 \times 10^{10}}. \tag{6}
\]

These give the system gaps as \( \delta(G_o, G_{o_{\lambda}}) \leq 0.0953 \) and \( \delta(G_o, G_{\lambda}) \leq 0.0437 \).

Referring to Figure 7, the following loop-shaping techniques [9, 10] are usually applied for improving system performance:

(a) Multiply the nominal plant \( G \) by a pre-compensator \( W_1 \) and a post-compensator \( W_2 \) to form a shaped plant \( G_s = W_1 G W_2 \).

(b) Define the maximum stability margin \( b_{\text{max}} \) as:

\[
b_{\text{max}}(G_o, K) = \inf_{K \text{ stable}} \left( \left\| \begin{bmatrix} G & K \end{bmatrix} \right\| \right)^{-1} \inf_{K \text{ stable}} \left( \left\| \begin{bmatrix} G & K \end{bmatrix} \right\| \right)^{-1}. \tag{7}
\]

If \( b_{\text{max}}(G_o, K) \ll 1 \), return to step (a) and adjust \( W_1 \) and \( W_2 \). Finally, select an \( \varepsilon \leq b_{\text{max}}(G_o, K) \) to synthesize a stabilizing controller \( K \), such that

\[
\left( \left\| \begin{bmatrix} G & K \end{bmatrix} \right\| \right)^{-1} \geq \varepsilon. \tag{8}
\]

(c) Multiply \( K \) by the weight functions, and implement \( K = W_1 K W_2 \) to control the PZT system \( G \).

![Figure 7. Loop shaping design.](image)

In [10], we applied root-locus techniques to select weighting functions. The system achieved zero steady-state error with satisfactory settling time. However, the experimental responses looked very oscillatory because of system noise. Therefore, in [9], we applied frequency-based design to suppress this noise. In this paper, we will further discuss how the weighting functions influence the system performance.

The basic concept of selecting weighting functions is to let the loop transfer function \( L = G K \) have high gain at low frequency ranges for tracking references, and have low gain at high frequency ranges for suppressing system noises. Based on this concept, we considered the following three weighting functions for robust control design. First, we considered a first-order integral weighting to eliminate steady-state error:

\[
W_{i} = W_{i} = W_{i} = W_{i} = W_{i} = W_{i} = W_{i} = W_{i} = W_{i} = 1, \tag{9}
\]

where the superscript 1 indicates that the weighting is first-order. This weighting uses an integral to eliminate the steady-state errors, but the system noise might not be effectively restrained because the PZT systems (see Figure 4) have a resonance at about 1000 rad/sec and the magnitude of the loop transfer function \( L \) is large with this weighting (see Figure 8). Therefore, we considered the following second-order weighting:

\[
W_{i} = W_{i} = W_{i} = W_{i} = W_{i} = W_{i} = W_{i} = 1. \tag{10}
\]
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The loop transfer function $L$ with this weighting is illustrated in Figure 8, where the magnitude is reduced so that we could expect smoother system responses. Lastly, we considered the following fourth-order weightings for further noise suppression:

$$W_{x,y}^a = \frac{8 \times 10^3 (s + 4000)^3}{s(s + 900)^3}, \quad W_{x,y}^b = \frac{2 \times 10^4 \times (s + 4000)^3}{s(s + 1100)^3}, \quad W_{x,y}^e = 1,$$

which can further reduce the magnitudes of the loop transfer function $L$, as shown in Figure 8.

We applied these weighting functions and designed the corresponding robust controllers listed in Table 3, where the stability margins are all greater than the system gaps. Therefore, these controllers can guarantee stability of a system with uncertainties. The designed controllers were implemented for performance verification in Section 4.

Experiments

In this section, we implemented the designed controllers on the PZT stage and verified the performance through experiments. The inputs were set as steps with magnitudes of 200, 500, and 1000nm; the system responses with these controllers are illustrated in Figure 9. We compared the system performance by settling time, overshoot, maximum absolute error (MAE), and root-mean-square error (RMSE), as listed in Table 4. First, the settling time was improved with higher-order weightings because they provided higher system bandwidth (see Figure 4). Second, the overshoots and MAE were also reduced by the fourth-order weighting. Lastly, the RMSE was also reduced with a higher-order weighting because the magnitude of the loop-transfer function $L$ was reduced (see Figure 4). Based on the results, the controllers $K^x_y$ and $K^y_x$ using the fourth-order weightings provided a settling time of less than 0.013s, an overshoot of less than 1.2%, a MAE of less than 11.3nm, and a RMSE of less than 1nm, which were better than the lower-order weightings.

To appreciate the merits of the aforementioned robust control design procedures, in Figure 10, we compared the system performance with the following traditional PID control:

$$K_{X,PID} = \frac{9.984 \times 10^4(s + 382)}{s(s + 299)}, \quad K_{Y,PID} = \frac{1.003 \times 10^4(s + 401)}{s(s + 317)}.$$

![Figure 8. Weighted plants: (a) for $G_x^0$ and (b) for $G_y^0$.](image-url)
and root-locus-based control of [11]:

\[
\begin{align*}
&K_X = 1.435 s^5 + 2650 s^4 + 3.609 \times 10^6 s^3 + 1.936 \times 10^9 s^2 + 3.141 \times 10^{11} s + 1.93 \times 10^{12} \\
&+ 2263 s^4 + 3.174 \times 10^6 s^3 + 1.982 \times 10^9 s^2 + 4.376 \times 10^{11} s + 2.77 \times 10^{12} \\
&\times 3 \times 10^6 (s + 600)^3, \\
&W_X = \frac{3 \times 10^6 (s + 600)^3}{s(s + 250)}. \\
\end{align*}
\]

\[
\begin{align*}
&K_Y = 1.491 s^4 + 3100 s^3 + 3.296 \times 10^6 s^2 + 8.706 \times 10^9 s + 2.738 \times 10^{10} \\
&\times 3 \times 10^7 s^4 + 3041 s^3 + 2.928 \times 10^9 s^2 + 1.225 \times 10^9 + 4.084 \times 10^{10} \\
&\times 10^6 (s + 400)^3, \\
&W_Y = \frac{10^6 (s + 400)^3}{s(s + 300)}. \\
\end{align*}
\]

We selected the PID parameters according to the loop-shaping principles. That is, we chose suitable PID parameters such that the loop transfer function \(L = Gk\) have high gain at low frequency ranges for tracking references, and have low gain at high frequency ranges for suppressing system noises. We then calculated the phase margins and modified the PID parameters iteratively. The responses with the PID control and the root-locus-based control were very oscillatory because the magnitudes of their loop transfer function were large at the concerned noise frequencies.
Summary

This paper has demonstrated robust loop-shaping control for a piezoelectric nano-positioning stage, and discussed the impacts of weighting functions on system performance. We used Bode plots to investigate the relation between weighting functions and their ability to suppress system noises. The designed robust controllers were implemented for experimental verification and achieved a RMSE of less than 1nm. Similar procedures can be applied to design robust loop-shaping controllers for general systems.

![Figure 10](image)

Figure 10. Performance comparison of three controllers: (a) X-axis and (b) Y-axis.
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Table 3. The designed robust controllers.

<table>
<thead>
<tr>
<th>Transfer function</th>
<th>Gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_1 = \frac{1.005s^4 + 2699s^3 + 2.899 \times 10^6 s^2 + 1.449 \times 10^{10} s + 5.043 \times 10^{14}}{s^4 + 6242s^3 + 9.032 \times 10^6 s^2 + 1.419 \times 10^{10} s + 5.066 \times 10^{14}}$</td>
<td>0.656</td>
</tr>
<tr>
<td>$K_2 = \frac{2.209 s^4 + 2841 s^3 + 1.44 \times 10^{6} s^2 + 5.94 \times 10^{9} s + 1.021 \times 10^{10}}{s^4 + 4452 s^3 + 2.334 \times 10^{6} s^2 + 1.295 \times 10^{10} s^2 + 2.256 \times 10^{14}}$</td>
<td>0.4124</td>
</tr>
<tr>
<td>$K_3 = \frac{1.117 s^4 + 4862 s^3 + 1.415 \times 10^{6} s^2 + 3.91 \times 10^{9} s + 9.18 \times 10^{12}}{s^4 + 4931 s^3 + 1.535 \times 10^{6} s^2 + 3.524 \times 10^{9} s^2 + 2.938 \times 10^{12} s + 1.026 \times 10^{15}}$</td>
<td>0.6269</td>
</tr>
<tr>
<td>$K_4 = \frac{1.372 s^3 + 2212 s^2 + 1.441 \times 10^{6} s^2 + 7.565 \times 10^{8} s^2 + 2.337 \times 10^{9} s + 3.839 \times 10^{12}}{s^3 + 2044 s^2 + 1.84 \times 10^{6} s^2 + 8.85 \times 10^{8} s + 3.083 \times 10^{10} s + 5.266 \times 10^{12}}$</td>
<td>0.4891</td>
</tr>
<tr>
<td>$K_5 = \frac{1.337 s^3 + 8315 s^2 + 2.912 \times 10^{6} s^2 + 8.367 \times 10^{8} s^2 + 1.337 \times 10^{10} s^2 + 1.01 \times 10^{12} s^2 + 2.986 \times 10^{14} s + 9.142 \times 10^{16}}{s^3 + 6554 s^2 + 2.384 \times 10^{6} s^2 + 6.907 \times 10^{8} s^2 + 1.163 \times 10^{10} s^2 + 9.881 \times 10^{12} s^2 + 3.691 \times 10^{14} s + 1.222 \times 10^{16}}$</td>
<td>0.5990</td>
</tr>
<tr>
<td>$K_6 = \frac{3.761 s^3 + 1.768 \times 10^{6} s^2 + 4.207 \times 10^{8} s^2 + 7.41 \times 10^{10} s^2 + 9.35 \times 10^{12} s^2 + 6.857 \times 10^{14} s^2 + 2.163 \times 10^{16} s + 3.935 \times 10^{18}}{s^3 + 7760 s^2 + 3.025 \times 10^{6} s^2 + 7.745 \times 10^{8} s^2 + 1.359 \times 10^{10} s^2 + 1.503 \times 10^{12} s^2 + 7.881 \times 10^{14} s + 1.48 \times 10^{16}}$</td>
<td>0.2991</td>
</tr>
</tbody>
</table>

Table 4. Statistic data of Figure 9.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$W_2^i G_i / W_1^i G_i$</th>
<th>$W_3^i G_i / W_2^i G_i$</th>
<th>$W_4^i G_i / W_3^i G_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>200nm</td>
<td>0.012/0.013</td>
<td>0.014/0.020</td>
<td>0.012/0.013</td>
</tr>
<tr>
<td></td>
<td>0.000/0.000</td>
<td>0.000/0.000</td>
<td>0.000/0.000</td>
</tr>
<tr>
<td></td>
<td>0.940/1.900</td>
<td>1.100/1.650</td>
<td>0.855/1.605</td>
</tr>
<tr>
<td></td>
<td>0.421/0.621</td>
<td>0.447/0.528</td>
<td>0.426/0.399</td>
</tr>
<tr>
<td>500nm</td>
<td>0.018/0.045</td>
<td>0.012/0.019</td>
<td>0.011/0.012</td>
</tr>
<tr>
<td></td>
<td>0.000/0.000</td>
<td>2.089/0.000</td>
<td>0.000/0.000</td>
</tr>
<tr>
<td></td>
<td>1.102/2.643</td>
<td>5.052/3.851</td>
<td>0.924/2.035</td>
</tr>
<tr>
<td></td>
<td>0.588/0.582</td>
<td>0.456/0.621</td>
<td>0.433/0.673</td>
</tr>
<tr>
<td>1000nm</td>
<td>0.013/0.042</td>
<td>0.011/0.017</td>
<td>0.010/0.012</td>
</tr>
<tr>
<td></td>
<td>0.000/0.000</td>
<td>3.641/1.322</td>
<td>1.102/0.450</td>
</tr>
<tr>
<td></td>
<td>1.651/2.841</td>
<td>33.41/13.21</td>
<td>11.24/5.894</td>
</tr>
<tr>
<td></td>
<td>0.612/0.766</td>
<td>0.600/0.684</td>
<td>0.477/0.495</td>
</tr>
</tbody>
</table>